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Abstract

Purpose – The interaction of a global model (GM) and a local (regional) model (LM) of heat flow is
considered under the framework of so-called ‘‘one-way nesting’’. In this framework, the GM is
constructed in a large domain with coarse discretization in space and time, while the LM is set in a
small subdomain with fine discretization.
Design/methodology/approach – The GM is solved first, and its results are then used via some
boundary transfer operator (BTO) on the GM–LM interface in order to solve the LM. Past experience in
various fields of application has shown that one has to be careful in the choice of BTO to be used on the
GM–LM interface, since this choice affects both the stability and accuracy of the computational scheme.
Here the problem is first theoretically analyzed for the linear heat equation, and stable BTOs are
identified. Then numerical experiments are performed with one-way nesting in a two-dimensional
channel for heat flow with and without radiation emission and linear reaction, using four different BTOs.
Findings – Among other conclusions, it is shown that the ‘‘negative Robin’’ BTO is unstable, whereas
theDirichlet,Neumannand ‘‘positiveRobin’’BTOare all stable. It isalsoshownthat intermsofaccuracy, the
Neumann and ‘‘positive Robin’’ BTOs should be preferred over the Dirichlet BTO.
Originality/value – This study may be the first step in analyzing BTO accuracy and stability for more
general atmospheric systems.

Keywords Heat, Flow, Modeling

Paper type Research paper

1. Introduction
The multiscale procedure called ‘‘nesting’’ is often used in various fields of application
involving unbounded or very large domains, like weather prediction, oceanography
and solid earth geophysics. See, e.g., the early review paper (Sundström and Elvius,
1979) and the recent book (Kalnay, 2003). See also the more recent papers (Warner et al.,
1997; Staniforth, 1997; Laprise, 2003) on nesting in the context of atmospheric models.
In this procedure, two or more numerical models of different spatial and temporal
scales interact with each other. In the simplest and most common case only two models
are considered: a Global Model (GM) and a Local Model (LM) which is also called
regional or limited-area model. See the setup illustrated in Figure 1.

Using the nesting scenario considered in Numerical Weather Prediction (NWP)
(Kalnay, 2003; Haltiner, 1980) as a prototype, the GM is related to the solution of the
atmospheric equations over the entire spherical surface of the globe �G, while in the
LM, the solution is sought in a relatively small region �L bounded by an artificial
boundary �. The GM captures the large-scale atmospheric phenomena and is based on
a coarse grid (about 100 km resolution) and large time steps, whereas the LM captures
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the mesoscale phenomena and is based on a finer grid (typically 10-20 km resolution)
and much smaller time steps. Typically, the GM and LM are solved by using entirely
different numerical methods (and different computer codes). For example, the US Navy
code NOGAPS (Rosmond, 1992) is a GM-solver based on a global Galerkin method in
spherical coordinates, while the Navy’s code COAMPS (Hodur, 1997) is a LM-solver
based on finite differences in Cartesian coordinates.

Nesting may be one-way or two-way. One-way nesting is simpler and is more
common in practice; see, e.g., recent applications in Ju and Wang (2006), Antic et al.
(2006), Jimenez, et al. (2007) and Xin et al. (2004). In one-way nesting, the global problem
is solved first (via the GM) and then the regional problem is solved (via the LM) while
taking into account the relevant GM results. In two-way nesting the GM and LM
solutions are fully coupled and affect each other; see, e.g. (Phillips and Shukla, 1973;
Sundström and Elvius, 1979) for a basic discussion on this subject in the context of
NWP, and (Barth et al., 2005) for a recent two-way nested model. The US Navy uses
mainly the Davies scheme (Davies, 1976) for lateral one-way nesting. We shall consider
here only one-way nesting and assume that no additional solution of the global
problem beyond the single given GM solution is available or desired.

One major way to pass the information from the GM to the LM in one-way nesting is
through a boundary condition on the interface �. Although the GM solution is available
in the entire domain �L, it is reasonable to leave the task of evolving the solution in the
interior of �L to the LM alone, since it uses much finer discretization than that of the
GM and therefore is potentially much more accurate. Moreover, the initial data defined
for the LM are also typically much finer in resolution than the initial data provided for
the GM. Thus, it is reasonable to construct the one-way nesting scheme such that the
information is passed from the GM to the LM only through the boundary �. The
boundary condition used on � in the LM is needed for the closure of the mathematical
problem in �L, namely to make the problem in �L well-posed.

Denoting the GM solution uG and the LM solution uL, we first find uG by solving
the global problem. Then we use a boundary condition of the general form

BuL ¼ BuG on � ð1Þ

for the closure of the LM. Here B is a linear differential operator defined on the
boundary, which may be called a boundary transfer operator (BTO). Two simple
examples for BTOs are theidentity, which turns Equation (1) into the Dirichlet
boundary condition

uL ¼ uG on �; ð2Þ

Figure 1.
Setup for a nesting

procedure
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and the normal derivative, in which case (1) becomes the Neumann boundary condition

@uL

@n
¼ @uG

@n
on �: ð3Þ

It should be remarked that on the discrete level, the BTOs appearing on the left and
right sides of Equation (1) are not identical, due to the different resolutions of the LM
and GM. A more careful notation would be

BLuL ¼ BGLuG on �; ð4Þ

where the operator BL is directly defined on the LM-scale, while the operator BGL

involves both the GM and LM-scale. There are actually two ways in which BGL may
be defined; either by first taking discrete differentials on the GM-scale and then
interpolating the data from the GM-scale to the LM-scale, or by first interpolating and
then taking the discrete differentials. We shall remark on this issue later in the sequel.

It should also be noted that BTOs not only appear in nesting schemes but also
constitute a major mechanism of transferring data in Domain Decomposition methods;
see, e.g., the related papers in (Raspo et al., 1996; Gerardo-Giroda et al., 2004; Portero and
Jorge, 2005; Barlett et al., 2006; Heinkenschloss and Herty, 2007; and Hauret and Le Tallec
et al., 2007). Nonlocal operators are also used as BTOs; the most prominent example is
the Dirichlet-to-Neumann map (Yang and Yu, 2006; Magoules et al., 2006a, b; Hughes,
1995; Givoli, 1999) which is known to be optimal in a certain sense. However, in this
paper we shall restrict ourselves to the more common use of local (differential) BTOs
which are generally believed to be more economical computationally.

There are two aspects in which the soundness of using a specific BTO in Equation (1)
should be examined: stability and accuracy. Certain BTOs may lead to numerical
instabilities by giving rise to spurious modes. It is therefore important, for a given type of
problem, to characterize those BTOs which are stable and those which are not. For the
linear wave equation, such analysis was carried out in Mar-Or and Givoli (2006), here we
shall perform similar analysis for the linear heat equation. As to accuracy, the potential
for poor performance of a given BTO exists, since there is a clear incompatibility
between the GM and LM, on both the physical level (two different scales of physical
phenomena) and the numerical level (non-matching discretizations in space and time),
that may cause significant errors to be generated on the interface �. By using numerical
experiments, the accuracy of several BTOs was investigated for the wave equation in
Mar-Or and Givoli (2006, 2009). Here we shall conduct numerical experiments to examine
the accuracy of four basic BTOs for the two dimensional (nonlinear) heat equation in a
channel, with or without radiation emission and linear reaction.

For completeness, we mention an alternative approach, namely that of using
variable resolution or stretched grids, to allow local increase of resolution in global
models. See, e.g. (Fox-Rabinovitz et al., 2005; SGMIP). A different approach to lateral
boundary-condition nesting is called the ‘‘(spectral) nudging of the large scales;’’ see,
e.g. (Miguez-Macho et al., 2004; von Storch et al., 2000). Finally we mention a GM–LM
interaction scheme which is not used, to the best of our knowledge, by the NWP
community. This is Fish’s s-version of the finite element method (Fish, 1992), where the
local fine mesh is superposed as a patch upon the global coarse mesh, and the global
and local problems are solved simultaneously. Application of such a scheme in NWP
may prove to be effective although it may entail serious technical difficulties. However,
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it is not so practical if one is interested in solving the GM problem only once and then
many different regional problems.

Following is the outline of the rest of the paper. In Section 2, we provide the
statement of the one-way nesting problem for the heat equation in a two-dimensional
channel. In Section 3, we theoretically analyze the linear heat equation and identify the
stable BTOs out of a general class. In Section 4, we discuss the finite element (FE)
formulation and some computational aspects of the scheme. We then present the
results of several numerical experiments in Section 5, and we draw conclusions
regarding the choice of appropriate BTOs. We close with some concluding remarks in
Section 6.

2. Statement of the one-way nesting problem
We consider a one-way nesting configuration for the temperature field in a two-
dimensional channel, as illustrated in Figure 2. The channel is of width b and is
bounded on the north and south sides by the ‘‘walls’’ �N and �S on which we impose
homogeneous Dirichlet boundary conditions (zero temperature). Cartesian coordinates
x ¼ ðx; yÞ are used, such that �S and �N lie along y ¼ 0 and y ¼ b, respectively. On the
west side the domain is bounded by �W on which we prescribe given Dirichlet values.
The global domain �G constitutes the entire channel. On the east side �G is bounded
by �1, which may be placed at infinity or at a finite location, and on which a far-field
temperature value is prescribed. In our numerical experiments, we consider a finite �G,
since the unboundedness of the global domain is not a central issue here. The local
domain �L is bounded on the west, south and north sides by �W ;�S and �N ,
respectively (where using �S and �N for both the GM and LM involves a slight abuse
of notation). On the east side, �L is bounded by the GM–LM interface �E � �, which is
located at x ¼ a.

The GM problem for the global temperature field uGðx; tÞ is given by

�c
@uG

t
þ �uG þ ru4

G �r � �ruG ¼ f Gðx; tÞ in �G; ð5Þ

uG ¼ gGðy; tÞ on �W ; ð6Þ
uG ¼ 0 on �S & �N ; ð7Þ

uG ¼ u1 on �1; ð8Þ
uGðx; 0Þ ¼ uG

0 ðxÞ in �G: ð9Þ

Here � is the mass density, c is the heat capacity, � is the linear reaction
coefficient, r is the radiation emission coefficient and � is the heat conductivity.
From physical reasons we assume that �c > 0; � > 0 and r � 0, while no sign
restriction is put on �. The functions u1; f G; gG and uG

0 represent given GM-scale

Figure 2.
Setup for the two-

dimensional channel
problem
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far-field temperature, distributed wave sources, Dirichlet boundary data and initial
data, respectively.

The LM problem for the local temperature field uLðx; tÞ is given by

�c
@uL

t
þ �uL þ ru4

L �r � �ruL ¼ f Lðx; tÞ in �L; ð10Þ

uL ¼ gLðy; tÞ on �W; ð11Þ
uL ¼ 0 on �S & �N; ð12Þ

BuL ¼ BuG on �E; ð13Þ
uLðx; 0Þ ¼ uL

0 ðxÞ in �L: ð14Þ

Here the functions f L; gL and uL
0 are the LM-scale analogs of the GM functions f G; gG

and uG
0 , respectively. In Equation (13) the global solution is transferred to the LM

problem through the BTO B acting on the interface �E .
Our goal is to examine the stability and accuracy of the LM solution uL for different

BTOs B.

3. Stability analysis
A partial differential equation in the domain �L may be associated with normal modes or
eigenfunctions. Some of these modes may not be present in the original problem defined
in the domain �G. When one considers the LM problem in �L, these modes should not be
excited in theory, but even the smallest numerical error (e.g. round off) would excite them
and hamper the accuracy of the numerical results. Analysis of these modes can be done
on the continuous level (rather than on the discrete level) by considering a small
perturbation of the equations constituting the problem.

We illustrate this first with a simple one-dimensional example. We consider the
following heat-flow toy problem for the temperature field u(x, t):

u00 ¼ €uu; 0 < x < 1; ð15Þ

u0ð0; tÞ ¼ 0; ð16Þ

u0ð1; tÞ � uð1; tÞ ¼ 0; ð17Þ

uðx; 0Þ ¼ 0: ð18Þ

Here a prime and a dot denote differentiation with respect to x and t, respectively. The
trivial solution u � 0 is the only solution for this problem.

We wish to consider ‘‘modes’’ that satisfy Equations (15)-(17), of the exponentially-
growing form

uðx; tÞ ¼ A coshð�xÞ expð�2tÞ; ð19Þ

where A and � � 0 are constants. It is easy to verify that u given by Equation
(19) satisfies the heat Equation (15) and the left boundary condition Equation (16)
identically. If we insist that it also satisfy the right boundary condition Equation (17)
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we get the equation for �,

� ¼ cothð�Þ: ð20Þ

This equation has a single root, which is � ¼ �0 ’ 1:2. Thus, Equation (19) with
� ¼ �0 indeed satisfies Equations (15)-(17). Imposing in addition the initial condition
Equation (18) on u in Equation (19) leads to the unique solution u � 0.

Now, suppose we perturb the initial condition Equation (18) slightly. In particular,
we replace Equation (18) by

uðx; 0Þ ¼ � coshð�0xÞ; ð21Þ

where � is a small number. Then from Equation (19) it is clear that the solution to the
problem becomes

uðx; tÞ ¼ � coshð�0xÞ expð�2
0tÞ; ð22Þ

which grows exponentially in time. Thus, an Oð�Þ perturbation in the initial condition
leads to an unbounded solution! Clearly, this is an unstable situation and constitutes an
example of a spurious mode which awakens to the slightest perturbation. A similar
example may be constructed where the perturbation is not in the initial conditions but
in the boundary conditions or in the heat equation itself (i.e. a perturbation of the
equation by a small inhomogeneous term).

It can be shown that the cause for the instability just described is the boundary
operator used in Equation (17). If this operator was replaced by, say, the identity
(namely Equation (17) was replaced by the Dirichlet condition u ¼ 0) no spurious mode
would have been present. This has an immediate relevance to the choice of the BTO for
the GM–LM interaction problem described in Section 2. In order to guarantee stability
of the scheme, we need to employ a BTO which does not admit spurious modes.

To characterize the boundary operators which do not give rise to such modes, we
consider a finite spatial domain � (in any dimension) with boundary �. In � we
consider the homogeneous linear heat equation

�c
@u

@t
þ �u�r � �ru ¼ 0 in �; ð23Þ

where �c > 0; � > 0 and � may be functions of location. A discussion related to the
sign of � will follow shortly.

We append the heat Equation (23) with a boundary condition of the form

Bu � � @u

@n
þ �uþ 	 @u

@t
¼ 0 on �; ð24Þ

where @u=@n is the outward normal derivative of u on �, and �; � and 	 are real
functions of location on �. We assume that at points where � ¼ 0 on �; � and 	 do not
vanish simultaneously, otherwise no boundary condition would be given at such
points. The boundary condition Equation (24) is quite general. Mixed condition types
on � (e.g. Dirichlet condition on one part of � and Neumann condition on the other part
of �) are represented in Equation (24) by using appropriate coefficient functions
�ðxÞ; �ðxÞ and 	ðxÞ. The goal is to find restrictions on �; � and 	 such that no
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spurious modes be present. Such restrictions would guarantee that the operator B in
Equation (24) is stable when used as a BTO in a GM–LM one-way nesting scheme.

We do not restrict the sign of the reaction coefficient � in Equation (23), but we note
that for a sufficiently large negative �, Equation (23) may admit exponentially growing
solutions. We assume that this is not the case, namely that �ðxÞ is such that the exact
solution is decaying in time. A sufficient condition for this can be stated by defining the
associated ‘‘Rayleigh quotient’’

R½~uu� ¼
Ð
� �jr~uuj2d�þ

Ð
�þ�
�j~uuj2 d�Ð

���
j�jj~uuj2 d�

; ~uu 2 S: ð25Þ

Here �þ� is the part of � in which � � 0;��� is the part of � in which � < 0, and S is
the function space defined by

S ¼ f~uuj~uu 2 H 1ð�Þ & ~uu ¼ 0 on �0g; ð26Þ

where H 1 is the Sobolev space of functions with square-integrable 0th and 1st
derivatives, and �0 is the part of � on which � ¼ 0 (namely the part of � where an
essential boundary condition is imposed). It can be shown that if � is such that

R½~uu� � 1 for all ~uu 2 S; ð27Þ

then any solution satisfying Equations (23) and (24) decays in time. This is implied by
the fact that the condition Equation (27) guarantees that all the eigenvalues of the
associated eigenvalue problem have a non-negative real part; see, e.g. (Courant and
Hilbert, 1989). We shall assume that Equation (27) indeed holds.

The analysis that follows is somewhat reminiscent of the ‘‘principle of exchange of
stability’’; see, e.g. (Drazin and Reid, 2004). We shall restrict the spurious-mode analysis
to modes of complex exponential form in time, i.e., we shall consider solutions of the
form

uðx; tÞ ¼ ûuðx;�Þe�t; � ¼ 
þ i!: ð28Þ

Here 
 and ! are real numbers, where 
 � 0, namely we consider exponentially
growing modes, pure oscillatory modes and their combination, as well as the
stationary mode (� ¼ 0). Substituting Equation (28) into Equation (23) and Equation
(24) yields

ð� þ �c�Þûu�r � �rûu ¼ 0 in �; ð29Þ
�@ûu=@nþ ð�þ �	Þûu ¼ 0 on �: ð30Þ

Now we multiply Equation (29) by ûu�, the complex conjugate of ûu, and integrate over �
to obtain ð

�

ûu�½ð� þ �c�Þûu�r � �rûu�d� ¼ 0: ð31Þ

We apply the divergence theorem to the second term on the left of Equation (31) and
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use Equation (30) to get

ð
�

½ð� þ �c�Þjûuj2 þ �jrûuj2�d�þ
ð

~��

�ð�þ �	Þ
�

jûuj2d� ¼ 0: ð32Þ

Here ~�� is defined as the part of � on which � 6¼ 0. Note that from Equation (30), ûu ¼ 0

at points on � where � ¼ 0, hence the boundary term in Equation (32) vanishes at these

points.

Now we write Equation (32) as two equations, for the real and imaginary parts of

the expressions:

ð
�

½ð�c
þ �Þjûuj2 þ �jrûuj2�d�þ
ð

~��

�ð�þ 
	Þ
�

jûuj2d� ¼ 0; ð33Þ

!

ð
�

�cjûuj2d�þ
ð

~��

�	

�
jûuj2d�

� �
¼ 0: ð34Þ

A sufficient condition for ûu to be identically zero (and thus to be mode-less) is that the

left side of at least one of the Equations (33) and (34) be strictly positive unless ûu � 0.

Careful investigation of Equations (33) and (34) in various cases, while making use of

Equation (27), leads to the following conclusions:

(1) In the special case where � � 0 on �, i.e. Dirichlet boundary condition is applied all

over the boundary, it is easy to see from Equation (34) that no oscillatory modes

(! 6¼ 0) are present. Owing to Equation (27), it is clear that pure exponential

modes (! ¼ 0; 
 > 0) are also suppressed. Thus, the use of the identity operator

as a BTO is safe as far as stability is concerned. The following cases assume that
~�� is not empty.

(2) To prevent pure exponentially-growing modes (! ¼ 0; 
 > 0) it is sufficient to

have

�ðxÞ=�ðxÞ � 0; 	ðxÞ=�ðxÞ � 0 on ~��: ð35Þ

(3) To prevent pure oscillatory modes (
 ¼ 0; ! 6¼ 0) it is sufficient to have either

�ðxÞ=�ðxÞ � 0 on ~��: ð36Þ

or

	ðxÞ=�ðxÞ � 0 on ~�� ð37Þ

(4) To prevent combined oscillatory and exponentially-growing modes

(
 > 0; ! 6¼ 0) it is sufficient to have

	ðxÞ=�ðxÞ � 0 on ~��: ð38Þ
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(5) To prevent the stationary mode (
 ¼ 0; ! ¼ 0) it is sufficient to have

�ðxÞ=�ðxÞ � 0 on ~��: ð39Þ

(6) To prevent all modes above it is sufficient to have

�ðxÞ=�ðxÞ � 0; 	ðxÞ=�ðxÞ � 0 on ~��: ð40Þ

The conditions above become very simple in some specific cases. For example, the
Dirichlet condition u ¼ 0, the Neumann condition @u=@n ¼ 0 and the ‘‘positive Robin’’
condition @u=@nþ �u ¼ 0 for � > 0, all do not admit spurious modes. On the other
hand, the ‘‘negative Robin’’ condition @u=@n� �u ¼ 0 for � > 0, is not safe since it is
not guaranteed to reject spurious modes. Indeed, we shall see via numerical
experiments that when the ‘‘negative Robin’’ operator is used as a BTO, it generates
instability, while other basic BTOs are stable.

It should be remarked that the conditions provided by the analysis above are only
sufficient. Thus, it may be the case that a certain BTO which does not satisfy some of
these conditions would turn out to be nevertheless stable.

4. Finite element formulation and computational aspects
We will briefly outline the FE formulation used for solving the LM. The GM is solved
(first) in the same way, although the formulation is slightly simpler for the GM because
no BTO is involved.

We consider the solution of the LM problem Equations (10)-(14). We omit the index L
from the LM variables for clarity. The statement of the problem is

�c
@u

@t
þ �uþ ru4 �r � �ru ¼ f ðx; tÞ in �L ð41Þ

u ¼ g on �W; ð42Þ
u ¼ 0 on �S & �N; ð43Þ

�
@u

@n
þ �u ¼ �qG þ �uG on �E; ð44Þ

uðx; 0Þ ¼ u0ðxÞ in �L: ð45Þ

In Equation (44), we consider the BTO

B � � @
@n
þ � ð46Þ

and ignore the more exotic time-derivative term in Equation (24). The qG in Equation
(44) is a given function defined roughly as

qG ¼
@uG

@n
on �E ; ð47Þ
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however one should keep in mind that @uG=@n is (for C0 FEs) a discontinuous function
which is given on the GM-scale, while qG must be single valued and should be provided
on the LM-scale. We will touch upon this point later.

The weak form of the problem Equations (41)-(45) is as follows:
Find u 2 S such that for all w 2 S0

ðw; �c _uuÞ þ aðw; uÞ ¼ LðwÞ; ð48Þ
ðw; uðx; 0ÞÞ ¼ ðw; u0ðxÞÞ; ð49Þ

where

S ¼ f u j u 2 H 1ð�Þ; u ¼ g on �W ; u ¼ 0 on �S [ �N [ �0 g; ð50Þ

S0 ¼ f w j w 2 H 1ð�Þ; w ¼ 0 on �W [ �S [ �N [ �0 g; ð51Þ

ðw; f Þ ¼
ð

�

wf d�; ð52Þ

aðw; uÞ ¼
ð

�

rw � �rud�þ
ð

�

w�u d�þ
ð

�

wru4 d�þ
ð

���

w
��

�
u d�; ð53Þ

LðwÞ ¼
ð

�

wf d�þ
ð

���

w� qG þ
�uG

�

� �
d�: ð54Þ

We recall that �0 is defined as the part of the GM–LM interface �E along which � ¼ 0,
namely where an essential boundary condition is imposed, whereas ~�� is the other part
of �E , where � 6¼ 0. We note that the form a(�;�) is nonlinear in its second slot, unless
r ¼ 0 (no radiation) in which case a(�;�) is a symmetric bilinear form.

Discretization of the weak form of the problem by FEs leads to the following semi-
discrete problem in time:

M _ddðtÞ þGðdðtÞÞ ¼ FðtÞ: ð55Þ
dð0Þ ¼ d0; ð56Þ

where d is the temperature vector whose entries are the nodal temperatures, d0 is the
vector of initial temperatures, M is the heat capacity matrix, G(d) is the nonlinear heat-
flux vector, and F is the thermal load vector. On the global level, the expressions for
these arrays are given by

MIJ ¼ ðNI ; �cNJ Þ; ð57Þ

GI ðdÞ ¼ a NI ;
XNnp

J¼1

NJ dJ

 !
; ð58Þ

FI ¼ LðNI Þ: ð59Þ
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Here NI is the global FE shape-function associated with global node I, and Nnp is the
total number of nodal points. We note that from Equations (58) and (53), the heat flux
vector G represents the effects of conductivity, linear reaction, radiation emission, and
also the ‘‘pulling’’ part of the BTO. The ‘‘pushing’’ part of the BTO is taken care of by
the load vector F, as evident from Equations (59) and (54). Of course, in practice all the
FE arrays are calculated on the element level, using expressions analog to Equations
(57)-(59). See (Zienkiewicz and Taylor, 2000) for further details.

We solve the semi-discrete problem Equations (55) and (56) by using the standard
implicit 2nd-order Crank-Nicolson time-stepping scheme (Hughes, 1987). If the problem
is nonlinear (r 6¼ 0) then we perform Newton iterations within each time-step, using the
exact tangent stiffness matrix (Zienkiewicz and Taylor, 2000). The computational effort
involved in the nonlinear case is quite large; however, our goal is to compare the
accuracy and stability of various local BTOs, and since the computing times associated
with each of these BTOs is about the same, relative efficiency is not an issue here.

A final issue that must be explained is the calculation on the LM-scale of the
functions uG and qG which are originally generated on the GM-scale. These functions
appear in Equations (44) and (54), and we recall that qG is a regularized measure of the
normal derivative of uG on �E , as in Equation (47). The difference in scale is both in
space (meshes of different densities) and in time (different time-step sizes). The coarse-
to-fine passage of information is performed in two steps: first we calculate a
regularized quantity on the GM-scale, and second we pass the information to the
LM-scale via linear interpolation is space and in time. Regularization of the function uG

itself is not generally needed. On the other hand, the normal derivative qG does require
some post-process smoothing, because it is discontinuous across element boundaries,
and hence suffers a jump on �E . Various smoothing schemes which are in fact ‘‘flux-
recovery’’ schemes (Zienkiewicz and Taylor, 2000), may be applied. In our numerical
experiments, we chose to employ a simple 2nd-order central finite difference 3-node
stencil to calculate the normal derivative of qG at the �E nodes. After the GM-nodal
values are determined, linear interpolation is assumed for points between them.

Our numerical experiments and other considerations Mar-Or and Givoli (2006, 2009)
show that for non-smooth data it is much preferable to first regularize the data on the
coarse scale and then pass it to the fine scale than first to pass the information and only
then to regularize it.

5. Numerical experiments and discussion
We consider a two-dimensional channel, with the setup shown in Figure 2. The GM and
LM equations are given by Equations (5)-(9) and Equations (10)-(14), respectively,
where we assume no distributed sources (f G ¼ f L ¼ 0). We set �c ¼ 1 and � ¼ 1. The
width of the channel is b ¼ 5. The global domain �G is the long rectangle
ð0; a/Þ � ð0; bÞ, where a/ ¼ 20. The GM–LM interface �E is set by default to a ¼ 5,
namely the LM domain is a quarter of the GM domain, although we shall also consider
the case a ¼ 2, where the LM is much smaller. To solve both the GM and LM problems
we use bilinear quadrilateral FEs. We fix the density of the LM mesh (with a mesh
parameter of hL ¼ 0:125) and the LM time-step size (with �tL ¼ 3:25 � 10�4), but we
vary the density of the GM mesh and time-step size in order to check the effect of
different discretization ratios on the errors generated. We define the GM–LM mesh
ratio as MR ¼ hG/hL. We try three possible mesh ratios, i.e., MR¼ 1:1, 2:1 and 4:1. The
case MR¼ 1:1 is, of course, totally artificial and is meant merely for the sake of
comparison. The GM–LM time-step ratio TR ¼ �tG=�tL is chosen in each case so
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that TR’ (MR)2, following the standard FE error estimate for linear heat-flow
problems (Hughes, 1987).

In the linear cases, namely when r ¼ 0 (no radiation), we synthesize an exact
analytic solution in the form of a single ‘‘mode’’ with oscillatory behavior in space and
exponential decay in time, namely

uðx; y; tÞ ¼ exp � ��2 1

a2
/
þ 1

b2

� �
þ �

� �
t

�c

� �
sin

�x

a/
sin

�y

b
: ð60Þ

It is easy to verify that this solution indeed satisfies the linear heat equation and the
Dirichlet condition Eqaution (7). We choose the boundary-condition functions gG, u1
and gL in Equations (6), (8) and (11) to vanish, so that u also satisfies these boundary
conditions. We find the appropriate initial-value functions uG

0 and uL
0 in Equations

(9) and (14) by substituting Equation (60) in these initial conditions, so that they are
satisfied by u as well.

We will compare the results obtained with four different basic BTOs in Equation
(13), which are special cases of Equation (44):

Dirichlet: uL ¼ uG on �E ; ð61Þ

Neumann: �
@uL

@n
¼ � @uG

@n
on �E ; ð62Þ

‘‘Positive Robin’’ �
@uL

@n
þ uL ¼ �

@uG

@n
þ uG on �E ; ð63Þ

‘‘Negative Robin’’ �
@uL

@n
� uL ¼ �

@uG

@n
� uG on �E : ð64Þ

To evaluate the LM error in each case, we consider the time-dependent relative error
measure

EðtÞ ¼
kuL � uref k�L

kuref k�L

; ð65Þ

where the spatial norm k � k�L
is the L2 norm in �L, uL is the computed LM solution,

and uref is a reference solution. For linear problems (r ¼ 0), we take the reference
solution to be the analytic solution Equation (60), uref � u. For problems with heat
radiation (r 6¼ 0), where an analytic solution is not available, we generate a reference
solution uref by solving the problem in the GM domain �G but with the fine LM
discretization (the MR¼ 1:1 solution).

We start with the case where there is no reaction (� ¼ 0) and no radiation (r ¼ 0).
Figure 3 shows the errors E(t) as defined by Equation (65), that are generated with the
four BTOs and the three GM–LM mesh ratios. The following conclusions are drawn
from these graphs:

. The ‘‘negative Robin’’ BTO is unstable, and generates an error which grows
exponentially fast. All the other three BTOs are stable. This agrees with the
theoretical analysis of Section 3, and will be observed in all the subsequent
results as well.
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. The error (in the case of the stable BTOs) grows linearly in time. This has
nothing to do with the BTO, and is an unavoidable feature of the standard time-
stepping scheme; see, e.g. (Hughes, 1987). Refining the discretization causes the
linear growth in time to be slower.

. In the MR¼ 1:1 case, the Dirichlet BTO is clearly the most accurate, with an
error that grows from about 0.1 per cent at t ¼ 1 to below 0.2 per cent at t ¼ 4.
The ‘‘positive Robin’’ and Neumann BTOs yield errors of about 0.5 per cent and
0.6 per cent, respectively. This might lead us to the (wrong) conclusion that the

Figure 3.
Error E(t) for � ¼ 0,
r ¼ 0, a ¼ 5, with
(a) MR ¼ hG /hL ¼ 1,
(b) MR ¼ 2, (c) MR ¼ 4



One-way nesting
schemes for heat

flow problems

365

Dirichlet BTO should be preferred over the other BTOs. However, see the next
point.

. In the MR¼ 4:1 case, which is more realistic, the picture for times not very short
is quite the opposite. The Dirichlet BTO is the least accurate and grows in time
with the largest slope; it grows from about 0.75 per cent at t ¼ 1 to 1.65 per cent
at t ¼ 4. The ‘‘positive Robin’’ BTO is more accurate, while the Neumann BTO
yields an almost constant error level of about 0.6 per cent.

The observation that in the MR¼ 1:1 case the Dirichlet BTO is the most accurate while
in the MR¼ 4:1 case it is the least accurate can be explained as follows. In the FE
variational formulation, the Dirichlet boundary condition is enforced strongly whereas
the Neumann and Robin boundary conditions are enforced weakly. As long as the input
data are themselves sufficiently accurate, namely are consistent with the fine-scale
resolution of the LM as in the MR ¼ 1:1 case, the strong enforcement of the data is
beneficial. However, when the input data themselves contain an error which is
significantly larger than the LM-scale errors, as in the MR ¼ 2:1 and MR ¼ 4:1 cases,
the strong enforcement of the data is counter-productive, and amounts to the pointwise
forcing of the wrong input! In these cases it is more prudent to enforce the data weakly,
so that the more global properties of the solution (like element flux) are preserved on
average while no information is enforced in a pointwise manner.

Figure 4 shows the errors E(t) generated for the same parameters as in Figure 3,
except that the interface �E is set at a ¼ 2 rather than at a ¼ 5. Thus, the LM domain
here is much smaller. Qualitatively the results are similar to those of Figure 3. A
quantitative difference is observed mainly with ME¼ 4:1. Here the errors are quite
larger (but still around or below the 2 per cent level), and the Neumann error increases
in time with about the same rate as the Dirichlet and ‘‘positive Robin’’ errors. The
increase in the error level is due to the fact that the relative importance of the global
information transferred to the LM through the BTO becomes more prominent, since
the area of the computational domain decreases while the length of the interface �E

remains unchanged. In fact this result, for a ¼ 2 , is more representative of realistic
computations than that of Figure 3 for a ¼ 5.

Figure 5 pertains to the case of positive linear reaction, namely � > 0. We set � ¼ 1.
No fundamentally new phenomena are observed here. The results are quite similar to
those corresponding to no reaction (� ¼ 0), except that the Dirichlet error is slightly
larger in this case. With MR¼ 1:1, the error grows from about 0.2 per cent at t ¼ 1 to
about almost 0.4 per cent at t ¼ 4, while with MR¼ 4:1, it grows from about 0.8 per
cent to above 1.8 per cent, at the same times.

Now we consider negative linear reaction, namely � < 0. We note that the negative
reaction term has a destabilizing contribution to the heat Equation (5), but as long as
j�j is sufficiently small the overall solution is stable. Looking at (60) it is clear that the
condition of stability is

j�j < ��2 1

a2
/
þ 1

b2

� �
: ð66Þ

We take � ¼ �0:419 which satisfies this condition. Figure 6 shows the errors
generated in this case. The qualitative picture remains the same, but the errors in this
case are smaller than those in the positive reaction case, and in fact even slightly
smaller than in the case of no reaction. For example, with a Dirichlet boundary
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condition in the MR¼ 4:1 case, the error grows from about 0.6 per cent at t ¼ 1 to
about 1.6 per cent at t ¼ 4. This demonstrates the well-known fact that stability and
accuracy are entirely different properties; even though we are ‘‘closer’’ to the stability
limit in the present case, this does not have any negative effect on the accuracy.

The main conclusions that emanate from these experiments are that the ‘‘negative
Robin’’ BTO must be avoided, and that one should prefer the weakly-enforced
Neumann and ‘‘positive Robin’’ BTOs over the strongly enforced Dirichlet BTO in
actual computations.

As our last accuracy test we consider the nonlinear case of heat emission by
radiation (r 6¼ 0) and without reaction (� ¼ 0). We set r ¼ 2; this value of the radiation

Figure 4.
Error E(t) for � ¼ 0,
r ¼ 0, a ¼ 2, with
(a) MR ¼ hG /hL ¼ 1,
(b) MR ¼ 2, (c) MR ¼ 4
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coefficient yields a solution which is significantly different than the solution in the
linear case, yet convergence is obtained (using Newton iterations within the time step)
without any difficulties. Figure 7 shows the errors in this case. It is reassuring to see
that the behavior of the error is very similar to that in the linear case, and no new
phenomena are observed.

Finally, we consider a problem involving heterogeneity. The GM and LM geometry
is the same as before, and we take the GM–LM mesh ratio 4:1. The LM material
properties are � ¼ 1, �c ¼ 1, � ¼ 0 and r ¼ 0, except in a single LM element denoted
e� (an ‘‘inclusion’’), located near the GM–LM interface, whose material properties are

Figure 5.
Error E(t) for � ¼ 1,

r ¼ 0, a ¼ 5, with
(a) MR ¼ hG /hL ¼ 1,

(b) MR ¼ 2, (c) MR ¼ 4
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Figure 6.
Error E(t) for � ¼ �0:419,
r ¼ 0, a ¼ 5, with
(a) MR ¼ hG /hL ¼ 1,
(b) MR ¼ 2, (c) MR ¼ 4
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significantly different, i.e. � ¼ 104, �c ¼ 1, � ¼ 0 and r ¼ 200. We note that the whole
problem is nonlinear due to this single element which emits heat by radiation.

The heterogeneity thus described cannot be resolved by the GM. In order to take it
into account nevertheless, we attribute ‘‘effective material properties’’ to the GM
element E� containing the LM element e�. In E� the material properties are taken to be
� ¼ 104=16, �c ¼ 1, � ¼ 0 and r ¼ 200=16. The factor 1/16 is taken here since the area
of e� is 1/16 than the area of E�. We use the Neumann operator as the BTO.

Figure 8 shows snapshots at different times of three solutions in the channel; in each
plate (a fixed time) the top plot is the reference solution uref, the middle plot is the GM

Figure 7.
Error E(t) for � ¼ 0,

r ¼ 2, a ¼ 5, with
(a) MR ¼ hG /hL ¼ 1,

(b) MR ¼ 2, (c) MR ¼ 4
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solution uG, and the bottom plot is the LM solution uL in the small domain �L. There is
a clear difference in the contour line pattern near the ‘‘inclusion’’ at all times larger than
t ¼ 0. The LM pattern is much closer to that of the reference solution than the GM
pattern. Moreover, at time t ¼ 3:12 (Figure 8(d)) diffusive effects cause the local
disturbance to completely disappear in the reference solution. Whereas the LM solution
also exhibits the same behavior, the GM solution still shows a clear local disturbance
which is completely spurious. The implication of this is that the one-way nesting
approach works well in this scenario.

6. Concluding remarks
We considered heat flow in a two-dimensional channel with and without radiation and
linear reaction, and investigated the performance of various local BTOs in the context
of GM–LM interaction, or one-way nesting. We characterized analytically those BTOs
which are numerically stable, namely do not give rise to spurious modes. Then we
presented some numerical experiments to evaluate the accuracy of four basic BTOs. As
mentioned in the introduction, the performance of BTOs has a strong relevance not
only to nesting schemes, but also to Domain Decomposition methods in general, since

Figure 8.
(a) Snapshots of the
temperature distribution
in the channel for the
heterogeneous problem.
(b) In each plate, the top
plot is the reference
solution uref, the middle
plot is the GM solution
uG, and the bottom plot is
the LM solution uL in the
small domain �L. (d) The
Neumann operator is used
as the BTO. Solutions are
shown at times (a) 0, (b)
0.16, (c) 0.78, and (d) 3.12
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the BTOs are the basic tool with which information is passed from one part of the
global domain to another part of it.

It is interesting to note that the conditions needed to prevent spurious modes that
we have found here are significantly more relaxed than those that hold in the case of
the hyperbolic wave equation; compare the analysis above to that in Mar-Or and Givoli
(2006). For wave problems, even the simple Dirichlet and Neumann conditions are
associated with spurious modes, and one has to resort to more ‘‘exotic’’ BTOs such as
the Sommerfeld operator.

The analysis in this paper was applied to a relatively simple heat-flow model,
although our numerical experimentation included the nonlinear (radiation) case. Of
course, in Numerical Weather Prediction the situation is much more complicated since
the atmospheric system of equations is a nonlinear hyperbolic–parabolic system and
involves wave behavior as well as heat flow and other diffusive phenomena. It would
be interesting to investigate, at least numerically, various BTOs for more involved
benchmarks.
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